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Resumen

El crecimiento acelerado de los servicios financieros digitales ha incrementado de manera significativa la cantidad y complejidad
de los datos generados por los usuarios, lo que ha reducido la efectividad de los métodos tradicionales de deteccion de fraude basados
en reglas fijas. En este contexto, las técnicas de aprendizaje no supervisado ofrecen alternativas flexibles para el analisis exploratorio
de grandes volumenes de informacion. El presente estudio propone un enfoque basado en técnicas de clustering para identificar
patrones de comportamiento atipicos asociados a posibles fraudes en la banca de seguros. Para ello, se emplean los algoritmos k-
means y clustering jerarquico sobre un conjunto de datos obtenido a partir de una encuesta estructurada aplicada a mas de mil
usuarios. Los resultados muestran la existencia de grupos claramente diferenciados, donde los conglomerados minoritarios y alejados
de los centroides principales representan sefiales tempranas de riesgo que pueden apoyar los procesos de auditoria, control interno y
toma de decisiones en instituciones aseguradoras.
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Abstract

The rapid expansion of digital financial services has significantly increased both the volume and complexity of user-generated
data, thereby reducing the effectiveness of traditional rule-based fraud detection approaches. In this context, unsupervised learning
techniques provide flexible alternatives for exploratory data analysis. This study proposes a clustering-based analytical framework
to identify atypical behavioral patterns associated with potential fraud in insurance banking. The k-means and hierarchical clustering
algorithms are applied to data collected through a structured survey conducted with more than one thousand insurance banking users.
The results reveal the presence of distinct behavioral groups, where minority clusters located far from the main centroids act as early
indicators of risk, supporting auditing, internal control, and decision-making processes within insurance institutions.
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de fraude, cada vez mas dificiles de detectar mediante

1. Introduccion mecanismos tradicionales.

La digitalizacion de los servicios financieros ha
transformado profundamente la manera en que los usuarios
interactian con las instituciones aseguradoras. El uso
generalizado de plataformas electronicas, aplicaciones
moviles y sistemas automatizados ha dado lugar a entornos
caracterizados por grandes volimenes de datos heterogéneos,
generados de forma continua y a alta velocidad. Este
escenario ha incrementado la complejidad de los procesos de
analisis y ha favorecido la aparicion de nuevas modalidades
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El fraude en sistemas de pdlizas de seguros representa un
problema creciente para las organizaciones financieras y
comerciales. Las técnicas tradicionales de deteccion basadas
en reglas resultan insuficientes ante patrones complejos y
cambiantes. El aprendizaje no supervisado, particularmente
el clustering, ha demostrado ser eficaz para descubrir
estructuras ocultas en los datos (Jain, Murty and Flynn,
1999).
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Los enfoques cléasicos para la deteccion de fraude, basados en
reglas estaticas o modelos supervisados, dependen en gran
medida de patrones previamente conocidos y de conjuntos de
datos etiquetados. Sin embargo, estas estrategias presentan
limitaciones importantes en entornos reales, donde los
comportamientos fraudulentos cambian constantemente y los
datos etiquetados suelen ser escasos, incompletos o costosos
de obtener. En este contexto, las técnicas de aprendizaje no
supervisado emergen como una alternativa robusta para el
analisis exploratorio de grandes volimenes de datos,
permitiendo descubrir estructuras ocultas sin requerir
conocimiento previo de las clases (West et al., 2016); entre
estas técnicas, el clustering o analisis de conglomerados se ha
consolidado como una herramienta fundamental para
identificar patrones de comportamiento entre consumidores
(MacQueen, 1967; Everitt et al., 2011; Zimek et al., 2012).

El clustering permite agrupar elementos con caracteristicas
similares en funcién de variables como frecuencia de
consumo, montos de transaccion, monto de reclamos para
una poliza de seguro, horarios de actividad, ubicacion
geografica o uso de dispositivos para efectuar el reclamo. A
partir de esta segmentacion, es posible identificar grupos
minoritarios o aislados que presentan comportamientos
atipicos, los cuales pueden estar asociados a actividades
fraudulentas o de alto riesgo. La relevancia del clustering en
la deteccion de fraudes radica en su capacidad para adaptarse
a escenarios dindmicos y altamente complejos. Al no
depender de etiquetas predefinidas, estos métodos pueden
detectar nuevas modalidades de fraude que aun no han sido
formalmente identificadas. Estudios previos han demostrado
que los algoritmos de clustering, como k-means, clustering
jerarquico y métodos basados en densidad, son eficaces para
el andlisis de anomalias y la identificacién de outliers en
datos de consumo (Jain et al., 1999; Aggarwal, 2017).

El objetivo de este trabajo es aplicar un modelo de analisis
basado en técnicas de clustering que facilite la identificacion
de patrones de comportamiento relevantes para la deteccion
temprana de posibles fraudes en la banca de seguros. Para ello,
se presenta una metodologia cuantitativa, el desarrollo
matematico del modelo y un analisis interpretativo de los
resultados obtenidos, con el propdsito de contribuir al
fortalecimiento de los procesos de evaluacién y toma de
decisiones en instituciones aseguradoras. El estudio busca
contribuir al desarrollo de estrategias mas flexibles y
eficientes para la deteccion temprana de fraudes en sistemas
de consumo modernos, las polizas de seguros (Chandola et al.,
2009; Ngai et al., 2011).

2. Materiales y Método

El Analisis Cluster, conocido como Analisis de
Conglomerados, es una técnica estadistica
multivariante que busca agrupar elementos (o
variables) tratando de lograr la maxima homogeneidad
en cada grupo y la mayor diferencia entre los grupos
(Xu & Wunsch, 2009).

El analisis adopta un enfoque cuantitativo y
exploratorio, basado en técnicas de aprendizaje no
supervisado, se centra en la identificacion de patrones
de comportamiento a partir de variables demograficas
y financieras, sin asumir previamente la existencia de
categorias de fraude.

El andlisis de conglomerados es un método de
cardcter exploratorio cuyo proposito es identificar
subconjuntos de observaciones con comportamientos
similares, maximizando la cohesion interna de cada
grupo y la diferenciacion respecto a otros grupos, a
partir de la informaciéon contenida en los propios
datos. A partir de estructuras de casos-variables, trata
de situar los casos (elementos) en grupos homogéneos,
conglomerados o clusters, no conocidos de antemano,
pero sugeridos por la propia esencia de los datos, de
manera que elementos que puedan ser considerados
similares sean asignados a un mismo cluster, mientras
que otros diferentes (disimilares) se localicen en
clusters distintos (Kaufman and Rousseeuw, 2005).

La diferencia esencial con el analisis discriminante
consiste en que en esté analisis es necesario
especificar previamente los grupos por un camino
objetivo. El analisis cluster define grupos tan distintos
como sea posible en funcién de los propios datos. La
creacion de grupos basados en similaridad de casos
exige una definicion de este concepto, o de la
complementaria distancia entre los elementos. La
variedad de formas de medir diferencias
multivariables o distancias entre casos proporciona
diversas posibilidades de analisis. El empleo de ellas,
y el de las que continuamente siguen apareciendo, asi
como, de los algoritmos de clasificacion, o diferentes
reglas matematicas para asignar los elementos a
distintos grupos, depende del aspecto estudiado y del
conocimiento previo de posible agrupamiento que de
¢él se tenga. Puesto que la utilizacion del anélisis
cluster ya implica un desconocimiento o conocimiento
incompleto de la clasificacion de los datos, el
investigador ha de ser consciente de la necesidad de
emplear varios métodos con el fin de contrastar los
resultados (Han et al., 2012).

Para Kaufman (2005) existen dos grandes tipos de
andlisis de clusters: no jerarquicos y jerarquicos. Se
conocen como no jerarquicos a aquellos que asignan
los casos o grupos diferenciados que el propio analisis
configura, sin que unos dependan de otros. Los
métodos no jerarquicos pueden, a su vez, producir
clusters disjuntos (cada caso pertenece solo a un
cluster), o bien clusters solapados (un caso puede
pertenecer a mas de un grupo). Estos ultimos de dificil
interpretacion, son poco utilizados. Se denominan
jerarquicos a los que configuran grupos con estructura
arborescente, de forma que clusters de niveles mas
bajos van siendo englobados en otros clusters de
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niveles superiores.

Para Tan et al. (2016) una vez finalizado un analisis
de clusters, el investigador dispondra de una coleccion
de casos agrupada en subconjuntos jerarquicos o no
jerarquicos. Podra aplicar técnicas estadisticas
comparativas convencionales siempre que lo permita
la relevancia practica de los grupos creados; asi como,
otras pruebas multivariantes, para las que ya contara
con una variable dependiente grupo, aunque haya sido
creada artificialmente. Sugiere un proceso para
estructurar el analisis de cluster:

2.1.- Eleccion de variables

Dependiendo del problema las variables pueden ser
cualitativas (Ordinales y Nominales) y cuantitativas
(discretas y continuas).

2.2.- Eleccion de la medida de asociacion

Para poder unir variables es necesario tener algunas
medidas numéricas que caractericen las relaciones
entre las variables. Cada medida refleja asociacion en
un sentido particular y es necesario elegir una medida
apropiada para el problema concreto que se esté
tratando.

La medida de asociacion puede ser una distancia o
una similaridad:

e Cuando se elige una distancia como medida
de asociacion los grupos formados
contendran elementos parecidos de forma que
la distancia entre ellos tiene que ser pequeia.

e Cuando se elige una medida de similaridad
los grupos formados contendran elementos
con una similaridad alta entre ellos. La
correlacion de Pearson y los coeficientes de
Spearman y de Kendall son indices de
similitud.

2.3.- Eleccion de la técnica de Cluster por Métodos
Jerarquicos

Agrupar el cluster para formar uno nuevo o
separar alguno ya existente para dar origen a otros dos
de forma que se maximice una medida de similaridad
o se minimice alguna distancia, la asociacion
establecida es:

e Asociativos o Aglomerativos: Se parte de
tantos grupos como elementos hay en el
estudio y se van agrupando hasta llegar a
tener todos los casos en un mismo grupo.

e Disociativos: Se parte de un solo grupo que

contiene todos los casos y a través de
sucesivas divisiones se forman grupos cada
vez mas pequenos.

Los métodos jerarquicos permiten construir un arbol de
clasificacion o dendograma FEl algoritmo k-means busca
minimizar la suma de distancias cuadraticas dentro de cada

grupo.
3. Resultados

Los datos fueron procesados y analizados mediante
herramientas computacionales desarrolladas en
Python, enfocadas en la exploracion estructurada de la
informacion y la identificacion de patrones de
comportamiento de los usuarios que solicitan polizas
de seguro. El andlisis permitio caracterizar el perfil de
uso y los habitos para el fraude de los usuarios. La
eleccion de este enfoque se fundamenta en la ausencia
de etiquetas confiables de fraude y en la naturaleza
dindmica de los comportamientos de consumo, lo cual
hace inviable el wuso exclusivo de modelos
supervisados. Al caracterizar tendencias generales,
comparar comportamientos entre distintos grupos de
usuarios y examinar la relacion funcional entre
variables relevantes permite apoyar la interpretacion
integral de los datos y la toma de decisiones.

El proceso de analisis (Hand et al., 2001; Bishop,
2006; Tan et al., 2016), se estructur6 en las siguientes
etapas:

Preparacion de los datos.
Normalizacién de variables.
Calculo de medidas de distancia.
Aplicacion del algoritmo k-means.
Clustering jerarquico aglomerativo.

NS

3.1.- Preparacion de los datos

Sea un conjunto de datos compuesto por n
consumidores de poélizas de seguros, donde cada
consumidor esta descrito por un vector de
caracteristicas multidimensional:

X; = (x,:l,xiz, ...,xm)i = 1,2, ey n
M

Donde p representa el nimero de variables
observadas, tales como:

Monto de reclamacion.
Otros.

1. Monto promedio de transacciones.
2. Frecuencia de consumo.

3. Horario de actividad.

4. Ubicacién geografica.

5. Ingreso.

6. Edad.

7.

8.
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El conjunto completo de datos puede representarse
como una matriz:

X € RYP
@

3.2.-Normalizacion de variables

Dado que las variables pueden estar medidas en
diferentes escalas, se aplica una normalizacion tipo z-
score para evitar sesgos en el calculo de distancias:

Xy~ Hy
YT KB @)

3.3.- Medidas de distancia

El criterio fundamental del clustering es la medicion
de similitud entre observaciones. En este estudio se
emplea principalmente la distancia euclidiana,
definida como:

p
d(x;, Xgy = Z(xij_xkj)z “)
j=1

3.4.- Algoritmo k-means
El algoritmo k-means busca particionar el conjunto de
datos en k clusters disjuntos Ci, Cz, ..., Cx

minimizando la funcién objetivo conocida como suma
de cuadrados intracluster:

k
- 2
=22
i=1 L

ui es el centroide del cluster Ci, calculado como:

= Z X
TG |

X€C; (©)

u

El algoritmo opera de manera iterativa siguiendo estos pasos:

—_—

Inicializacion de k centroides.

2. Asignacion de cada observacion al centroide mas
cercano.

3. Recaélculo de los centroides.

4. Repeticion hasta la convergencia del criterio J.

3.5.-Clustering jerarquico aglomerativo

Como método, se emplea el clustering jerarquico
aglomerativo, el cual no requiere especificar previamente
el nimero de clusters. La distancia entre clusters puede
definirse mediante distintos criterios. En este andlisis
se considera el método de enlace promedio:

1
d(Cq, Cp) = 1C0Gl Z Z d(x,y) -

XECq YECh

Se realizd un analisis orientado a la exploracion
integral de la informacion obtenida a partir de una
encuesta estructurada aplicada a mas de mil usuarios
de servicios de banca de seguros. El estudio se centro
en identificar patrones de comportamiento y
relaciones relevantes entre las variables, con especial
énfasis en los reclamos asociados a polizas de seguro.

La informacion recolectada considerd aspectos
demograficos y financieros de los usuarios, tales como
edad, nivel de ingresos, frecuencia de uso del servicio,
horarios de actividad y montos de reclamacion, con el
propoésito de comprender la dinamica del uso de los
servicios y apoyar el proceso de interpretacion de los
resultados. El analisis de los datos muestra que hay
tres conjuntos de picos para los montos de las
reclamaciones con centros iniciales en 10,00;20,000 y
30,000. En esta primera aproximacion es necesario
complementar el andlisis de relaciones entre variables
para identificar si hay alguna correlacion entre
diferentes comportamientos o practicas de los
consumidores, véase figura 1.

Distribucion de reclamos Bajo Revision

0.00025 4

0.00020 -

0.00015 -

Densidad

0.00010

0.00005 -

0.00000 T T T T T
—10000 0 10000 20000 30000 40000
Reclamos [$]

Figura 1: Distribuciéon normal de los reclamos.

Aplicando un analisis mas profundo con los diagramas
de dispersion de reclamos, véase figura 2, se puede
observar que hay un grupo alto de reclamos alrededor
del rango de ingresos de $30,000 a $40,000 en el
grafico de reclamos frente a ingresos, lo que podria
deberse al hecho de que el ingreso medio es de
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aproximadamente $30,000 a $40,000; también hay
una franja de reclamos de $50,000 a $100,000 que
representa el ingreso alto. Hay una franja de reclamos
por al menos $20,000 entre personas que solo ganan
$10,000, lo cual es inusual y bien puede consistir en
reclamos fraudulentos.

Reclamos vs. Ingreso

50000
® © Claims vs. Income
° &
40000
% 30000
w
4]
£
o
o
& 20000
10000
&80 o
0 T T T T T
0 20000 40000 60000 80000 100000 120000

Ingreso [$]

Figura 2: Reclamos contra ingresos.

En el grafico de dispersion edad frente a ingresos, hay
una franja de personas que ganan $10,000 en todas las
edades (salario minimo), un gran grupo de personas
que ganan entre $30,000 a $40,000 en todas las edades
(salario medio) y hay mas personas de mayores
ingresos ($60,000 a $100,0000) justo antes de los 60
aflos, lo que implicaria los ahorros a esas edades, véase
figura 3.

Ingreso vs. Edad
120000

© Income vs. Age

100000 -

80000 -

60000 -

Ingreso [$]

40000 -

20000 -

0 20 40 60 80 100
Edad [anos]

Figura 3: Reclamos Ingreso contra Edad.

En las visualizaciones anteriores, existen distintas
poblaciones de elementos en funcidn de las relaciones
entre las reclamaciones y los ingresos, y los ingresos
y la edad, el modelo de agrupamiento permiti6 resumir
y detectar relaciones potencialmente interesantes. Hay
muchas variaciones de agrupacion, la empleada en el
analisis es K-means clustering. El algoritmo empleado
separa el conjunto de datos dado en grupos que
minimizan la suma de los cuadrados de las distancias
entre cada par de puntos en el grupo (Aggarwal, 2017;
Zimek et al., 2012). Para determinar el niumero de
clusters se empled el método del codo, con resultado
en k=4 los clusters optimos, basados en los datos
recabados, véase figura 4.
Metodo del Codo

=== Inflexién en k=4

60000 -

50000 -

40000 -

Suma de cuadrado de distancias

30000 - \\.
\.
\.
20000 - \
\.
\.
10000 \
e
\,\
ol yElbowatk=4_ . _ ¢
1 2 3 5 6 7 8 9 10

Numero de clusters, k

Figura 4: Grafica del método del codo para determinar el nimero de k
clusters.

El analisis de relaciones entre variables identifica si
hay alguna relacion entre diferentes comportamientos
o practicas de los consumidores. Los pasos que se
pueden resumir de la siguiente manera:

1.- Inicializacion. Para comenzar, se deben seleccionar
k =4.

2.- Asignacion. Cada punto de datos se asigna al grupo
correspondiente al centroide mas cercano.

3.- Actualizacién. Una vez que todos los puntos de
datos se han asignado a sus respectivos
conglomerados, se calcula un nuevo centroide para
cada conglomerado tomando la media de todos los
puntos en ese conglomerado.

El anélisis confirma que el clustering permite la deteccion
temprana de anomalias que requieren  analisis
complementarios (Hastie et al., 2009; Fawcett and Provost,
1997). La seleccion de variables y meétricas de distancia
influye directamente en la calidad de los clusters obtenidos
(Tan et al., 2016). Con base en los datos normalizados se
obtienen los siguientes clusters, véase figura 5, en donde hay
4 grupos:
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Altos ingresos y bajos reclamos.

Ingresos moderados y reclamos moderados.
Ingresos moderados y reclamos elevados.
Bajos ingresos y altos reclamos.

L=

Ingreso vs. Reclamos - Normalizado (por Cluster)
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Figura 5: Cuatro clusters con el método de agrupamiento.

Los resultados obtenidos evidencian la capacidad del
clustering para segmentar a los usuarios de la banca de
seguros en grupos con perfiles de comportamiento
diferenciados. Los clusters mayoritarios representan patrones
esperados de wuso del servicio, mientras que los
conglomerados minoritarios concentran observaciones con
caracteristicas inusuales.

4. Discusion

El analisis de los datos permiti6 identificar cuatro
grupos de comportamiento claramente diferenciados.
Los clusters principales agrupan a usuarios con
perfiles coherentes entre nivel de ingresos y montos de
reclamacidén, lo cual sugiere comportamientos
consistentes con practicas habituales en la banca de
seguros. Por otro lado, los clusters minoritarios
presentan combinaciones atipicas, como bajos niveles
de ingreso asociados a montos de reclamacion
elevados o frecuencias de uso inusuales.

Estos grupos alejados de los centroides principales
representan sefiales de alerta que pueden ser
interpretadas como posibles indicadores de riesgo. Es
importante destacar que la identificacion de dichos
clusters puede implicar la confirmacion de fraude con
la deteccion de patrones. La agrupacion de la figura 5,
permite interpretar lo siguiente:

1.- El cluster de altos ingresos y bajos reclamos. - Son
aquellos consumidores con altos ingresos y bajos
reclamos, que probablemente sean reclamos
ordinarios hechos por familias ricas. Es muy probable
que estos no sean fraudulentos y que la banca los
acepte y emita las polizas.

2.- El cluster de Ingresos moderados y reclamos
moderados. - Son aquellos consumidores con ingresos
moderados con valores de reclamacion moderados.
Estos son muy abundantes y podrian ser articulos
cotidianos. Es muy probable que estos no sean
fraudulentos y que la banca los acepte y emita las
polizas.

3.- El cluster de Ingresos moderados y reclamos
elevados. - Son aquellos consumidores con los
ingresos moderados y con valores de reclamos
elevados. Esto podria ser aceptado si es algo que las
personas de ingresos medios necesitan pero que no
siempre pueden pagar, como ciertos reclamos de
salud, educacidn, siniestros, entre otros. Asi que
probablemente se deberian de investigar a fondo, para
emitir la poliza y evitar el fraude.

4.- El cluster de bajos ingresos y altos reclamos. - La
categoria final es ingresos bajos, pero con valores de
reclamos muy altos. Claramente, estos no son
asequibles y, con la excepcion de algo como los
reclamos de salud y los demds mencionados, son
catalogados intentos de obtener dinero gratis. Lo mas
probable es que se deban de rechazar por posible fraude.

5. Conclusiones

Los resultados muestran que los consumidores se agrupan
en segmentos claramente diferenciados. Los clusters
pequetios y alejados de los centroides principales representan
comportamientos atipicos. Estos grupos fueron identificados
como candidatos a fraude, reflejando la utilidad del clustering
como herramienta exploratoria.

Los hallazgos concuerdan con estudios previos que
destacan la eficacia del clustering para deteccion de anomalias
(Aggarwal, 2017). Sin embargo, los resultados dependen de la
seleccion de variables y métricas de distancia.

El clustering constituye una herramienta poderosa para
identificar patrones de consumo y posibles fraudes. Su
caracter no supervisado permite adaptarse a escenarios
cambiantes. Futuras investigaciones pueden integrar
clustering con técnicas supervisadas para mejorar la precision

Como menciona Han et al., (2012) el clustering constituye
una herramienta robusta y flexible para la deteccion
exploratoria de fraudes en la banca de seguros, especialmente
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en escenarios dindmicos y con datos no etiquetados. El
analisis de los datos permiti6é identificar cuatro grupos de
comportamiento claramente diferenciados. Los clusters
principales agrupan a usuarios con perfiles coherentes entre
nivel de ingresos y montos de reclamacion, lo cual sugiere
comportamientos consistentes con practicas habituales en la
banca de seguros. Por otro lado, los clusters minoritarios
presentan combinaciones atipicas, como bajos niveles de
ingreso asociados a montos de reclamacion elevados o
frecuencias de uso inusuales.

Estos grupos alejados de los centroides principales
representan sefiales de alerta que pueden ser interpretadas
como posibles indicadores de riesgo para fraude. Es
importante destacar que la identificacion de dichos clusters
implica la confirmaciéon de fraude complementado con un
analisis por parte de especialistas.
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